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BIOGRAPHY

This seminar introduces OG-RAG, an Ontology-Grounded Retrieval Augmented Generation 
framework that enhances large language models (LLMs) by grounding retrieval in structured domain 
knowledge. While LLMs have revolutionized tasks like search and question answering, they falter in 
specialized domains without costly fine-tuning or naive retrieval techniques. OG-RAG bridges this gap 
by integrating domain-specific ontologies into the retrieval process. It constructs a hypergraph of 
factual clusters, grounded in ontological structures, and uses an optimization algorithm to retrieve 
the minimal, most relevant set of facts. This enables precise, context-rich generation while preserving 
complex entity relationships. Evaluated across domains such as healthcare, law, agriculture, and 
investigative research, OG-RAG significantly improves fact recall, response accuracy, and reasoning 
quality over traditional RAG models—boosting fact recall by 55% and correctness by 40%. Join us to 
explore how structured knowledge can unlock smarter, more reliable LLM outputs for critical 
knowledge-driven applications.
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