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Abstract: We show how to solve linear programs with accuracy epsilon in time $n^{\omega+o(1)} \log(1/\epsilon)$ where $\omega \approx 2.3728639$ is the current matrix multiplication constant. This hits a natural barrier of solving linear programs since linear systems is a special case of linear programs and solving linear systems require time $n^{\omega}$ currently.
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