
 
 
 
 
 
 
 
 
 
 
 
 

Abstract 
 

 
Advances in the fields of artificial intelligence and 
machine learning have unlocked a new generation 
of “learning-enabled” robots that are designed to 
operate in unstructured, uncertain, and unforgiving 
environments, especially settings where robots are 
required to interact in close proximity with humans. 
However, as learning-enabled methods, especially 
deep learning, continue to become more pervasive 
throughout the autonomy stack, it becomes 
increasingly difficult to ascertain the performance 
and safety of these robotic systems, a necessary 
prerequisite for their deployment in safety-critical 
settings. In this talk, I will first discuss how Hamilton- 
Jacobi (HJ) reachability, a robust control technique, 
can complement a high-level, possibly learning- 
enabled, robot planner to produce minimally 
interventional safe control strategies for a robot 
whenever the robot is faced with an unexpected 
situation. The approach is validated through 
human-in-the-loop simulation as well as on an 
experimental vehicle platform, demonstrating clear 
connections between theory and practice. In the 
second part of the talk, we switch gears and take 
on a more philosophical stance and consider "what 
defines a safe or unsafe state?" Specifically, in the 
autonomous driving context, a number of safety 
concepts for trusted AV deployment have been 
recently proposed throughout industry and 
academia. Yet, agreeing upon an "appropriate" 
safety concept is still an elusive task. I show that the 
HJ reachability framework can serve as an 
inductive bias to effectively reason, in a data- 
driven fashion, what is considered a safe or unsafe 
state. 
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