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Abstract: As the scale of operation grows in ro-
botics and aerospace, how can a fleet of vehi-
cles complete individual tasks in a resource-
congested operation space? Using a combina-
tion of stochastic control, game theory, and op-
timization. I will first introduce and solve a Mar-
kov decision process congestion game model 
that balances task completion with collision 
avoidance, as well as demonstrate its applica-
tions in commercial air spaces, warehouses, and 
competitive ride-hail settings. Taking on the 
perspective of a single vehicle, I will introduce a 
set-theoretical framework for analyzing Markov 
decision processes under both static and time-
varying parameter uncertainty, and prove the 
existence of invariant value function sets for 
Bellman iteration and policy evaluation. I will 
end with a discussion of how these techniques 
can improve the safety and efficiency of auton-
omy at scale. 
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